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Take-Home Exercise: VGGNet

Talk through the purpose of every line in the [VGGNet
notebook], including all of the following terms:

• ReLU
• cross-entropy
• epoch
• parameters
• hyperparams

• SGD
• learning rate
• batch size
• Adam
• dropout
• batchnorm

• input layer
• dense/FC layer
• convolutional
• max-pooling
• flatten
• softmax layer

https://github.com/the-deep-learners/nyc-ds-academy/blob/master/notebooks/vggnet_in_keras.ipynb
https://github.com/the-deep-learners/nyc-ds-academy/blob/master/notebooks/vggnet_in_keras.ipynb
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https://lamyiowce.github.io/word2viz/
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[ NL preprocessing best practices notebook ]
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[ dense sentiment classifier notebook ]
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