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Assessing
Your Deep Learning Project III

Where are you at with respect to the following?
1 Splitting your data

• training set (80% — for optimizing parameters)
• validation set (10% — for hyperparameters)
• test set (10% — don’t touch yet!)

2 Building and assessing architecture
• get above chance (simplifying problem, if necessary)
• do existing performance benchmarks exist?
• if not, use a simple architecture as benchmark
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TensorFlow Graph
Programming

[ first TensorFlow graphs notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/first_tensorflow_graphs.ipynb
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Programming

[ first TensorFlow neurons notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/first_tensorflow_neurons.ipynb
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[ point by point intro to TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/point_by_point_intro_to_tensorflow.ipynb
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[ tensor-fied intro to TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/tensor-fied_intro_to_tensorflow.ipynb
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Fitting Eight Million Points

[ intro to TensorFlow times a million notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/intro_to_tensorflow_times_a_million.ipynb
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Dense Nets

[ intermediate net in TensorFlow notebook ] [ deep net in
TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/intermediate_net_in_tensorflow.ipynb
https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/deep_net_in_tensorflow.ipynb
https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/deep_net_in_tensorflow.ipynb
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LeNet-5
LeCun et al. (1998)
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[ LeNet in TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/lenet_in_tensorflow.ipynb
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• use layers (Keras) by default
• autodiff Eager execution by default
• JIT compiler for optimization, especially across devices
• subclassing for unlimited flexibility, e.g.:

• custom loss, optimizers, layers, training loops
• repeating layers, blocks of layers

• data pipelines & processing with tf.data & tf.io
• portability with:

• TensorFlow Serving
• TensorFlow Lite for mobile/embedded
• TensorFlow.js

• [ to update from TF 1.x ]

https://www.tensorflow.org/alpha/guide/migration_guide
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