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Assessing
Your Deep Learning Project III

Where are you at with respect to the following?
1 Splitting your data

• training set (80% — for optimizing parameters)
• validation set (10% — for hyperparameters)
• test set (10% — don’t touch yet!)

2 Building and assessing architecture
• get above chance (simplifying problem, if necessary)
• do existing performance benchmarks exist?
• if not, use a simple architecture as benchmark
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Programming

[ first TensorFlow graphs notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/first_tensorflow_graphs.ipynb
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Neurons in TensorFlow
Programming

[ first TensorFlow neurons notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/first_tensorflow_neurons.ipynb
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Fitting Eight Points

[ point by point intro to TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/point_by_point_intro_to_tensorflow.ipynb
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with Tensors

[ tensor-fied intro to TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/tensor-fied_intro_to_tensorflow.ipynb
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Fitting Eight Million Points

[ intro to TensorFlow times a million notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/intro_to_tensorflow_times_a_million.ipynb
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Dense Nets

[ intermediate net in TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/intermediate_net_in_tensorflow.ipynb
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[ deep net in TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/deep_net_in_tensorflow.ipynb
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LeCun et al. (1998)



Units 7 and 8
— Tensorflow

Review

DL Libraries

Introduction
Symbolic
Programming

Graphs

Neurons

Fitting Models
Eight Data Points

Eight Million Points

Dense Nets

ConvNets

Project
Improvement
Where We Are

Ten Tunings

Up Next

LeNet-5
LeCun et al. (1998)

[ LeNet in TensorFlow notebook ]

https://github.com/the-deep-learners/TensorFlow-LiveLessons/blob/master/notebooks/lenet_in_tensorflow.ipynb
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Improving
Your Deep Learning Project IV

1 Splitting your data
• training set (80% — for optimizing parameters)
• validation set (10% — for hyperparameters)
• test set (10% — don’t touch yet!)

2 Building and assessing architecture
• get above chance (simplifying problem, if necessary)
• do existing performance benchmarks exist?
• if not, use a simple architecture as benchmark

3 Improving performance & tuning hyperparameters in
ten steps...
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Improving
Your Deep Learning Project IV

1 Splitting your data
• training set (80% — for optimizing parameters)
• validation set (10% — for hyperparameters)
• test set (10% — don’t touch yet!)

2 Building and assessing architecture
• get above chance (simplifying problem, if necessary)
• do existing performance benchmarks exist?
• if not, use a simple architecture as benchmark

3 Improving performance & tuning hyperparameters in
ten steps...



Units 7 and 8
— Tensorflow

Review

DL Libraries

Introduction
Symbolic
Programming

Graphs

Neurons

Fitting Models
Eight Data Points

Eight Million Points

Dense Nets

ConvNets

Project
Improvement
Where We Are

Ten Tunings

Up Next

Outline
1 Review Take-Home Exercise
2 Comparison of the Leading Deep Learning Libraries
3 Introduction to TensorFlow

Symbolic Programming
Programming TensorFlow Graphs
Neurons in TensorFlow

4 Fitting Models
Eight Data Points
Eight Million Points

5 Dense Nets
6 Convolutional Nets
7 Deep Learning Project IV: Improving

Where We Are
Ten Hyperparameter-Tuning Steps

8 Up Next: Advanced Topics
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2. Get Above Chance

If your accuracy is below chance, try:
• simplifying the problem
• simplifying the network architecture
• reducing your training set size (to iterate more quickly)
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• simplifying the problem
• simplifying the network architecture
• reducing your training set size (to iterate more quickly)
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3. Layers

Experiment with varying:
• number of layers
• type of layers
• layer width (by powers of two)
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5. Avoid Overfitting

If validation cost begins to increase or validation accuracy
begins to decrease, consider:

• stopping training earlier
• dropout
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6. Learning Rate
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7. Epochs
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8. Regularization λ

If using L1 or L2 regularization, consider:
• adjusting λ by orders of magnitude
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9. Batch Size
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10. Automation

For grid search of hyperparameters, consider:
• sampling values instead of looping over fixed values
• using [ Spearmint ]
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10. Automation

For grid search of hyperparameters, consider:
• sampling values instead of looping over fixed values
• using [ Spearmint ]
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All together now...

1 Initialization
2 Get Above Chance
3 Layers
4 Cost
5 Avoid Overfitting
6 Learning Rate
7 Epochs
8 Regularization λ

9 Batch Size
10 Automation
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