
Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Natural Language Processing
Deep Learning — Units 5 & 6

Dr. Jon Krohn
jon@untapt.com

Slides available at jonkrohn.com/talks

November 16th, 2019



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Outline

1 Review Take-Home Exercise

2 The Power and Elegance of Deep Learning for NLP

3 Word Vectors

4 Modeling Natural Language Data

5 Recurrent Neural Networks

6 Non-Sequential Model Architectures

7 Sequence-to-Sequence Models

8 Financial Forecasting



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Take-Home Exercise: VGGNet

Talk through the purpose of every line in the [VGGNet
notebook], including all of the following terms:

• ReLU
• cross-entropy
• epoch
• parameters
• hyperparams

• SGD
• learning rate
• batch size
• Adam
• dropout
• batchnorm

• input layer
• dense/FC layer
• convolutional
• max-pooling
• flatten
• softmax layer

https://github.com/the-deep-learners/nyc-ds-academy/blob/master/notebooks/vggnet_in_keras.ipynb
https://github.com/the-deep-learners/nyc-ds-academy/blob/master/notebooks/vggnet_in_keras.ipynb
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Take-Home Exercise: VGGNet

Talk through the purpose of every line in the [VGGNet
notebook], including all of the following terms:

• ReLU
• cross-entropy
• epoch
• parameters
• hyperparams

• SGD
• learning rate
• batch size
• Adam
• dropout
• batchnorm

• input layer
• dense/FC layer
• convolutional
• max-pooling
• flatten
• softmax layer

https://github.com/the-deep-learners/nyc-ds-academy/blob/master/notebooks/vggnet_in_keras.ipynb
https://github.com/the-deep-learners/nyc-ds-academy/blob/master/notebooks/vggnet_in_keras.ipynb
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• language translation
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• sequence generation
• time-series analysis
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“You shall know a word by the company it keeps”
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[word2viz demo]

https://lamyiowce.github.io/word2viz/
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[ NL preprocessing best practices notebook ]
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[ dense sentiment classifier notebook ]
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[ convolutional sentiment classifier notebook ]
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[ rnn notebook ]
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LSTMs in Practice

[ vanilla LSTM and GRU notebooks ]
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[ Bi-LSTM notebook ]
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[ stacked LSTM and ye olde stackeroo notebooks ]
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[ Sequence Generation notebook ]



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Autoencoders and Attention



Units 5 and 6
— NLP

Review

DL for NLP
Intro

NLP Applications

Representations

Word Vectors
Vector-Space
Embedding

word2vec

Creating Word
Vectors

Modeling NL
Data
Preprocessing

ROC Curve

Sentiment
Classification

RNNs
Simple RNNs

LSTMs

Functional
API

Seq2seq

Financial
Forecasting

Transfer Learning in NLP
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• ULMFiT: universal language model fine-tuning
• ELMo: embeddings from language models
• BERT: bi-directional encoder representations from

transformers (for long-range attention)
• smaller derivations of BERT, e.g., RoBERTa,

DistilBERT
• GPT-2: generative pre-trained transformer 2

[ Talk to Transformer ]

https://talktotransformer.com/
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Financial Forecasting

See Time Series Prediction on my [ resources page ]

https://www.jonkrohn.com/resources
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Your Deep Learning Project III
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Assessing
Your Deep Learning Project III

1 split your data
• training set (80% — for optimizing parameters)
• validation set (10% — for hyperparameters)
• test set (10% — don’t touch yet!)

2 build and assess architecture
• get above chance (simplifying problem, if necessary)
• do existing performance benchmarks exist?
• if not, use a simple architecture as benchmark

3 “teamwork makes the dream work” (?)
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